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Synthetic Translations
Improve Translation Quality of MT

Where does this improvement come from?
Do synthetic translations...

O help language modeling?
O reinforce dominant patterns in the data?”
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Synthetic Translations
Improve Translation Quality of MT

Where does this improvement come from?

WE HYPOTHESIZE:
Synthetic translations are of higher quality
than the original naturally occurring bitext

WE CONTRIBUTE:
An extensive empirical evaluation of the quality
of bitext revised with synthetic translations
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Naturally Occurring Bitexts
are treated as Exact Translations

no meaning differences

gLoss They had the largest population of dugongs in the area.

EL Eixav to peyaAvtepo mMANBVoUo aATKOPV TNV TTEPLOXT. EN They had the largest population of dugons in the area.

l
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Naturally Occurring Bitexts
are not always Exact Translations

fine-grained meaning differences

gLoss Karavas was one of the settlements they created.

EL ‘Evac amd tovc otkiopove mov dnuovpynoayv nvayv o Kapapae. EN One of the first towns to be created was Vila Barreto.
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no meaning differences

gLoss They had the largest population of dugongs in the area.

EL Eixav to peyaAvtepo mMANBVoUo aATKOPV TNV TTEPLOXT. EN They had the largest population of dugons in the area.

l

coarse meaning differences

gLoss Hurricanes is a common phenomenon.

EL H eppdvion tupovey etval ovvneec patvouevo. EN It is rare: There were only 10 known cases in 1998.
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gLoss Karavas was one of the settlements they created.

EL ‘Evac amd tovc otkiopove mov dnuovpynoayv nvayv o Kapapae. EN One of the first towns to be created was Vila Barreto.
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Synthetic Translations
Can Revise Meaning Mismatches in Bitexts

ST One of settlements to be created was Karavas.
gLoss Karavas was one of the settlements they created.

EL ‘Evac amd tovc otkiopove mov dnuovpynoayv nvayv o Kapapae. EN One of the first towns to be created was Vila Barreto.

I

gLoss They had the largest population of dugongs in the area.

EL Eixav to peyaAvtepo mMANBVoUo aATKOPV TNV TTEPLOXT. EN They had the largest population of dugons in the area.

gLoss Hurricanes is a common phenomenon.

EL H eupdvion tupoVveyv etval ovvnbec patvolevo. EN It is rare: There were only 10 known cases in 1998.
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Synthetic Translations
can Introduce Meaning Mismatches 1n Bitext

/ One of settlements to be created was Karavas.
aLoss _Karavas was one of the settlements they created.

|
‘BEvac amd tove olklopove mov dnuovpynoayv ntav o Kapaac. /

ST They had the largest population of alikers in the area.
gLoss They had the largest population of dugongs in the area. Y §est popuiatl 1 1

| EL Eixav to peyaAvtepo mMANBVoUo aATKOPV TNV TTEPLOXT. EN They had the largest population of dugons in the area.

gLoss Hurricanes is a common phenomenon.

EL H eppdvion tupovey etval ovvneec patvouevo. EN It is rare: There were only 10 known cases in 1998.
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Synthetic Translations
can Improve Bitext Quality

/ One of settlements to be created was Karavas.

|
‘BEvac amd tove olklopove mov dnuovpynoayv ntav o Kapaac. /

BEixav to peyaAvtepo mANOvod aAtkOpGV OTNV TTEPLOXT. They had the largest population of dugons in the area.

|
/ The appearance of hurricanes is a common phenomenon.

|
H epopdvion tuepaveyv eival ovvnbec patvoueVvo. /
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Synthetic Translations
can Improve Bitext Quality

/ One of settlements to be created was Karavas.

|
‘BEvac armd tove olklopove mov dnuiovpynoayv itav o Kapaac: /

BEixav to peyaAvtepo mANOuod aAtkOpcV OTNV TTEPLOXT. They had the largest population of dugons in the area.

|
/ The appearance of hurricanes is a common phenomenon.

|
H epopdvion tuepaveyv eival ovvnbec patvoueVvo. /
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Revising Bitext with Selective Replacement
of Synthetic Translations

Original Corpus Revised Corpus
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Revising Bitext with Selective Replacement
of Synthetic Translations
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Original Corpus ~—_ " ~ — Revised Corpus
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Revising Bitext with Selective Replacement
of Synthetic Translations

5 1; S S, 1; S T,
Original Bitext M, Revised Bitext

Rank translation pairs based on semantic equivalence classifier®

*Eleftheria Briakou & Marine Carpuat. 2020. Detecting Fine-Grained Cross-Lingual Semantic Divergences without Supervision by Learning to Rank. In EMNLP
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Synthetic translations replace the original
only if they yield a more equivalent translation
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Original vs. Revised Bitext:
An Empirical Evaluation of Bitext Quality

Intrinsic:
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Original vs. Revised Bitext:
An Empirical Evaluation of Bitext Quality

Intrinsic:  Human Assessments of Equivalence

Pertormance on downstream NLP tasks

=» Bilingual Lexicon Induction via word alignment

1 Bitext Quality — more accurate cross-lingual lexical mappings

= Machine Translation [WMT Parallel Corpus Filtering evaluation]

1 Bitext Quality — more reliable training signal
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Bitext Quality Evaluations:
Experimental Settings

v Training bitexts —— WikiMatrix (mined)

v Language-pairs — Greek-English (EL-EN) ;
Romanian-English (RO-EN)\

/ MT Test Sets — TED “

v BLI Test Sets — MUSE

Medium Resource Focus:
(a)Sufficient MT Quality
(b) Bitext Improvement needed
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Intrinsic Evaluation:
Human Assessments of Equivalence

» 100 samples

»S annotators
»Lang: EL-EN
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Intrinsic Evaluation:
Human Assessments of Equivalence

Source (original)

‘Evac amo tTove olklopove mov dnuovpynoayv Ntav o Kapafde.

» 100 samples

»S annotators
»Lang: EL-EN
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Intrinsic Evaluation:
Human Assessments of Equivalence

Source (original)

‘Evac amo tTove olklopove mov dnuovpynoayv Ntav o Kapafde.

Target A (original)

One of the first towns to be created was Vila Barreto.

Tarcet B (revised

» 100 samples
One of settlements to be created was Karavas. » 3 annotators

»Lang: EL-EN
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Intrinsic Evaluation:
Human Assessments of Equivalence

"Which sentence conveys the meaning of the source better?

Source (original)
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Synthetic Translations 1mprove Bitext Quality

"Which sentence conveys the meaning of the source better?

Source (original)

‘Evac amo tTove olklopove mov dnuovpynoayv Ntav o Kapafde.

Target A (original) 0
One of the first towns to be created was Vila Barreto. ]_ 2 /O

Tarcet B (revised 0
One of settlements to be created was Karavas. 8 8 /0
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Do revised bitexts induce more precise lexicons?

B Original

33 91
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Revised bitext yields more precise lexicons for low-medium frequency words
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Revised bitext yields more precise lexicons for low-medium frequency words
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Do revised bitexts improve MT quality?

B Original
B Revised
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Revised bitext yields better translation quality than training on the original

B Original
B Revised

30 29.6

27.9
27.1

24.9

BLEU

20 .7 20.8
[
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Revised bitext yields better translation quality than training on the original

# Original
EN-EL EL-EN ® Revised
926.5

29.5
24 .6 28.0
-
E 22.8 26.95
= 22. .
20.9 25.0
19.0 23.5
1 2 3 4 3 1 2 3 4 O
Epochs Epochs
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Can Synthetic Translations
Improve Bitext Quality?

Yes, when...
they selectively replacing impertect translations in naturally
occurring bitexts under a semantic equivalence condition
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Can Synthetic Translations
Improve Bitext Quality?

Yes, when...
they selectively replacing impertect translations in naturally
occurring bitexts under a semantic equivalence condition

intrinsic evaluations of semantic equivalence and extrinsic
evaluations on BLLI and M'T tasks

Briakou ¢ Carpuac. ACL 2022 Data: https: //github.com/Elbria/xling-SemDiv-Equivalize.




