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Bitexts are not Always Parallel

He was born in L.ondon. T ST 877 ST,
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Audits of Mined Bitext Reveal
Systematic Quality Issues
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Abstract 1 Introduction

With the success of large-scale pre-training
and multilingual modeling in Natural Lan-
guage Processing (NLP), recent years have
seen a proliferation of large, web-mined
text datasets covering hundreds of lan-
guages. We manually audit the quality
of 205 language-specific corpora released
with five major public datasets (CCAligned,
ParaCrawl, WikiMatrix, OSCAR, mC4).
Lower-resource corpora have systematic is-
sues: At least 15 corpora have no usable
text, and a significant fraction contains less
than 50% sentences of acceptable quality. In
addition, many are mislabeled or use non-
standard/ambiguous language codes. We
demonstrate that these issues are easy to de-
tect even for non-proficient speakers, and
supplement the human audit with automatic
analyses.  Finally, we recommend tech-
niques to evaluate and improve multilin-
gual corpora and discuss potential risks that
come with low-quality data releases.

Access to multilingual datasets for NLP research
has vastly improved over the past years. A va-
riety of web-derived collections for hundreds of
languages is available for anyone to download,
such as ParaCrawl (Espla et al., 2019; Bai6n
et al., 2020), WikiMatrix (Schwenk et al., 2021)
CCAligned (El-Kishky et al., 2020), OSCAR (Or-
tiz Sudrez et al., 2019; Ortiz Sudrez et al., 2020),
and several others.  These have in turn en-
abled a variety of highly multilingual models, like
mTS5 (Xue et al,, 2021), M2M-100 (Fan et al.,
2020), M4 (Arivazhagan et al., 2019).

Curating such datasets relies on the websites
giving clues about the language of their con-
tents (e.g. a language identifier in the URL) and
on ¢ atic | classificati (LangID).
It is commonly known that these automati-
cally crawled and filtered datasets tend to have
overall lower quality than hand-curated collec-
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The vast majority of low-resource languages

contain less than 50% valid translations.

[ Kreutzer et al. ]
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Abstract

Detecting fine-grained  differences i con-
tent conveyed in different languages matters
for cross-lingual NLP and multilingual cor-
pora analysis, but it is a challenging ma-
chine learning problem since annotation is
expensive and hard to scale. This work im-
proves the prediction and annotation of fine-
grained semantic divergences. We introduce a
training strategy for multilingual BERT mod-
cls by learning to rank synthetic divergent
examples of varying granularity. We evalu-
ate our models on the Rationalized English-
French Semantic Divergences, a new dataset
released with this work, consisting of English-
French sentence-pairs annotated with seman-
tic divergence classes and token-level ratio-
nales. Learning to rank helps detect fine-
grained sentence-level divergences more ac-
curately than a strong sentence-level similar-
ity model, while token-level predictions have
the potential of further distinguishing between
coarse and fine-grained divergences.

&

Introduction

Comparing and contrasting the meaning of text
conveyed in different languages is a fundamental
NLP task. It can be used to curate clean paral-
lel corpora for downstream tasks such as machine
translation (Koehn et al., 2018), cross-lingual trans-
fer learning, or semantic modeling (Ganitkevitch
etal., 2013; Conneau and Lample, 2019), and it is
also useful to directly analyze multilingual corpora.
For instance, detecting the commonalities and di-
vergences between sentences drawn from English
and French Wikipedia articles about the same topic
would help analyze language bias (Bao et al., 2012;
Massa and Scrinzi, 2012), or mitigate differences
in coverage and usage across languages (Yeung
etal., 2011; Wulczyn et al., 2016; Lemmerich et al.,
2019). This requires not only detecting coarse con-
tent mismatches, but also fine-grained differences

marine@cs.umd.edu

in sentences that overlap in content. Consider the
following English and French sentences, sampled
from the WikiMatrix parallel corpus. While they
share important content, highlighted words convey
meaning missing from the other language:

EN Alexander Muir's “The Maple Leaf For-
ever” served for many years as an unofficial
Canadian national anthem

R Alexander Muir compose The Maple Leaf
Forever (en) qui est un chant patriotique pro
canadien anglais.

GLOSS Alexander Muir composes The Maple

Leaf Forever which is an English Canadian

patriotic song.

We show that explicitly considering diverse
types of semantic divergences in bilingual text ben-
efits both the annotation and prediction of cross-
lingual semantic divergences. We create and re-
lease the Rationalized English-French Semantic
Divergences corpus (REFRESD), based on a novel
divergence annotation protocol that exploits ratio-
nales to improve annotator agreement. We intro-
duce Divergent mBERT, a BERT-based model that
detects fine-grained semantic divergences without
supervision by learning to rank synthetic diver-
gences of varying granularity. Experiments on RE-
D show that our model distinguishes seman-
tically equivalent from divergent examples much
better than a strong sentence similarity baseline
and that unsupervised token-level divergence tag-
ging offers promise to refine distinctions among
divergent instances. We make our code and data
publicly available."

'Implementations of Divergent mBERT can be found
/github.com/E m

s dataset is hosted at: htt

ria/xling-SemDiv/tree/m

mDiv;
/github.
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Only 36% of En-Fr WikiMatrix

sample are exact translations
[ Briakou & Carpuat]
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Bitext Filtering as the Standard Approach
to Bitext Quality Improvement

She visited her sister. o STRIHT ¥ <d 31Ted.

He was born in L.ondon. T ST 8T Y ST,

e What if we cannot afford filtering (e.g., low-resource)?
e How do we handle imperfect translations beyond noise?
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BitextEdit: Automatic Editing for
Improved Bitext Quality

O

INPUT

He is visiting his sister.

d ST dHT ¥ 2d 3TTed.

OUTPUT
He is visiting a doctor.
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BitextEdit: Automatic Editing for
Improved Bitext Quality

O

INPUT

He is visiting

d ST dHT ¥ 2d 3TTed.

Gloss He is visiting a doctor

Edit as necessary... OUTPUT
He is visiting
v Light editing
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BitextEdit: Automatic Editing for
Improved Bitext Quality

O~

INPUT

I am not going back.

Gloss The cat is eating her food.

Edit as necessary... OUTPUT

v Light editing
v Translate from scratch
Gloss I am not going back.
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BitextEdit: Automatic Editing for
Improved Bitext Quality

O~

INPUT

He was born in London.

RICINERELIZ I

Gloss He was born in London.

Edit as necessary... OUTPUT

: " He has born in London.
v Light editing

v Translate from scratch
v No editing (copy)
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BitextEdit: Learn to Reconstruct Original
from Noisy References & Translate

Sequence-to-Sequence
Transformer
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BitextEdit: Learn to Reconstruct Original
from Noisy References & Translate

Sequence-to-Sequence Original reference
given in parallel texts

Transformer

x(”) d STRTAT HE 2d 3TTed. y (") Heis visiting a doctor.
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BitextEdit: Learn to Reconstruct Original
from Noisy References & Translate

Sequence-to-Sequence Original reference
given in parallel texts

Transformer

)C(n) d STRTAT HE 2d 3TTed. y (") Heis visiting a doctor.

)A;(”l) He is visiting his sister.

Mined Reference

extracted using LASER
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Transformer
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BitextEdit: Learn to Reconstruct Original
from Noisy References & Translate

Sequence-to-Sequence
Transformer

x(”) d STRTAT HE 2d 3TTed. y (") Heis visiting a doctor.

)A;(”l) He is visiting his sister.

¥ 3 SiereiT Fe 2 3R,

<MASK>

10gp<[ <e>y"]| (x(”), “””)) +logp<[ <e >y (x(”), < MASK > ))
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BitextEdit: Learn to Reconstruct Original
from Noisy References & Translate

Bi-directional Training

10gp<[ < f>x"]] (y<">,fc<">)) +logp<[ <f>x"]| (y™, < MASK > ))+

logp<[ <e>y®| (x™ “””)) +logp<[ <e>y™|(x™, < MASK > ))
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BitextEdit: Learn to Reconstruct Original
from Noisy References & Translate

Where does this supervision (x, y, 3, $) come from?
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BitextEdit: Mine Potentially Imperfect
Translations for each Text in Given Bitext

X(n) 3}_< s (n)

/|
CCMatrix
Parallel Text

/|
L

Noisy Reference Extraction:
Mine Imperfect Translation from unlabeled texts
Similarity based multilingual sentence representations

BitextEdit: Automatic Bitext Editing for Improved Low-Resource Machine Translation.

Eleftheria Briakou, Sida I. Wang, Luke Zettlemoyer and Marjan Ghazvininejad. NAACL Findings 2022.



Experimental Settings

Bitexts that pass through
the noisy filtering step
(under LASER) PoolA

Bitexts that are filtered
based on the noisy filtering
step (under LASER)

#bitexts (M)
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Experimental Settings

v Training data:
Bitexts that pass through » CCMatrix Bitexts

the noisy filtering step » Revise Pool B
(under LASER) PoolA v Model:
» Transformer NMT
Bitexts that are filtered v Evaluation:
based on the noisy filtering » BLEU (spm-BLEU)
step (under LASER) » FIORES test set

#bitexts (M)
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Does the Revised Bitext Provide More
Reliable Training Signal than the Original?

B Original
B Revised
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BitextEdit: Revised Bitext yields better
Translation Quality than the Original

B Original
B Revised
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QUESGIONS?



